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Model	 Size	(MB) Iterations Training	Time	(s) Decode	FPS PSNR

SGI* 6.41 15000 639.85 677.85 32.69
D2GV 1.10 70000 485.05 333.06 32.97
Ours 0.95 40000 258.17 287.92 29.90

Acknowledgements

We partition video sequences into fixed-length segments for 
parallel training and linear scaling. Each segment uses 𝑁 
grid-positioned anchors with a set of attributes:

𝑨 = 𝒙𝒂 ∈ ℝ), 𝒇𝒂 ∈ ℝ* , 𝜹 ∈ ℝ+×), 𝒔𝒐 ∈ ℝ), 𝒔𝒂 ∈ ℝ)
The positions of 𝐾 associated Gaussians are computed as:
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⊙𝒔𝒐
𝐌𝐋𝐏𝐜 predicts weighted colors for 𝐾 associated Gaussians. 
𝐌𝐋𝐏𝚺 predicts scaling and rotation parameters 𝒔𝒃𝒂𝒔𝒆, 𝜽 to 
ensure covariance 𝚺	 is positive semi-definite.

𝚺 = 𝑹𝑺 𝑹𝑺 2	;

𝑹 = cos(𝜽) −sin(𝜽)
sin(𝜽) cos(𝜽) , 𝑺 = 𝑠1 0

0 𝑠)
, 𝑠1, 𝑠) = 𝒔𝒃𝒂𝒔𝒆⊙𝒔𝒂

𝛾 L  is the positional encoding function where 𝑝 represents 
position 𝝁 or time 𝒕, normalized to 0,1 , and 𝐿 is the number 
of encoding frequencies.

𝛾 𝑝 = sin 2-𝜋𝑝 , cos 2-𝜋𝑝 -./
301

Gaussian primitives from the canonical frame are deformed 
to render individual frames across time. 𝐌𝐋𝐏𝚫 predicts 
position and color deformations for frame 𝒕 Gaussians:

𝝁4 = 𝝁 + 𝑑𝝁, 𝒄4 = 𝒄 + 𝑑𝒄
Following [2], the final pixel color 𝑪 is then computed using:

𝑪 =T
5∈7

𝒄4𝐺5

Where the spatial density of a Gaussian is defined as:

𝐺 𝐱 = exp(−
1
2 𝐱 − 𝝁′ 2𝚺01 𝐱 − 𝝁′ )

With the increasing use of video data across a wide range 
of domains including medical imaging, computer vision, and 
online streaming platforms, efficient and compact video 
representation is essential for cost-effective storage without 
sacrificing video fidelity. Recent methods in Deformable 2D 
Gaussian Splatting (D2GV) [1] represent video using a 
canonical set of 2D Gaussians that are deformed over time 
to render individual frames.

Compared to existing techniques in Implicit Neural 
Representations (INRs), Gaussian splatting achieves faster 
training and rendering times, often with improved video 
fidelity. However, storing and deforming Gaussian primitives 
independently ignores the spatial and temporal similarities 
among local Gaussians across frames. To exploit these 
similarities, we incorporate anchor-based neural Gaussians 
to utilize INR-based parameterization of Gaussian primitives 
for compact storage.
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Quantitative	results	comparison	on	UVG†	[3]	dataset	(resized	to	720p	with	4x	framerate	subsampling).	
Each	uses	20,000	Gaussian	primitives.		Metrics	are	averaged	across	the	first	10	frames	of	each	video.
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The above are limited preliminary results. Check the project page for updated results 
and video demos!

*SGI is an unreleased paper, rendering single images using anchored neural Gaussians
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 †videos used: Bosphorus, Beauty, SetGo, Bee, Yacht, Jockey, Shake

Current limitations in fine detail shown by frame t=2 from UVG “shake”
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